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Fig. 6: Comparison of the E-mode excess mass (panels A-H) and the pair convergence (panels I-P) between CFHTLenS data (from
shear stacks) and the H15 model (from convergence stacks). The maps are arranged in bins of lens redshifts (columns) and projected
angular separations of lenses. The mean angular separations for close-✓ and wide-✓ lenses are converted into projected distances and
quoted inside the panels. The lens positions are indicated by stars. The contour lines indicate the significance levels 3� and 5� for
the CFHTLenS measurements.
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 Primer on weak gravitational lensing
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 Primer on weak gravitational lensing  

lensing convergence  
 
 
 

relation convergence to shear  
 
 
 
 

low S/N of galaxy lenses  
demands stacking
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 Stacking of single lenses is a correlation function:

lens number density

density contrast

two-point correlator
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 Stacking of lens pairs is a 3pt-correlation function:

!(✓12) = hg(✓1)g(✓2)i
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clustering of lenses
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 A connected 3pt-correlation function of galaxy pairs

“Excess mass”

vanishes for Gaussian fields
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 Galaxy-galaxy lensing… 

probes the average matter-density profile around 
individual galaxies (in projection);  

inferes, e.g., the average number of galaxies in matter 
haloes, stellar mass per halo mass;  

stacks randomly oriented lenses and thus erases all 
directional dependence;  

is blind towards changes in the density profile due to 
close-by galaxies (or any other factor);  



 Lensing by galaxy pairs or “galaxy-galaxy-galaxy lensing”… 

defines a reference direction;  

measures the change in the density profile as function of 
separation from another lens; 

probes the population statistics of galaxy pairs inside 
haloes; 

sensitive test of galaxy models; 
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Fig. 2: Cartesian coordinate frame for a map of excess mass
or the pair convergence. Lenses with separation ✓12 are at the
positions as indicated by the solid points. A location inside the
map is identified by the two-dimensional vector #.

stand why the left-hand side of (14) equals the average shear
around two lens galaxies, we consider the number-density field
of lenses projected on a regular grid with a large number of
micro-cells, each with a solid angle �. We define the micro-cells
such that they are su�ciently fine as to contain at most one lens,
such that

R
�

d�Ng(✓) = 0 or 1. We then have a contribution to
⌦
Ng(✓1)Ng(✓2)�c(✓3)

↵
only for

R
�

d�Ng(✓1) =
R
�

d�Ng(✓2) = 1,
while

⌦
Ng(✓1)Ng(✓2)

↵
in the denominator is the probability to

have a pair of galaxies at ✓1 and ✓2 at the same time (and is
therefore a normalisation factor).

Now, through the definitions (5) and (11) for galaxy-galaxy
lensing we additionally have

⌦
g(✓ j)�c(✓3)

↵
= �e2i' j3 �t(# j) and

can therefore cast (14) into

D
g(✓1)g(✓2)�c(✓3)

E
=
⇣
1 + !(✓12)

⌘ ⌦Ng(✓1)Ng(✓2)�c(✓3)
↵

⌦
Ng(✓1)Ng(✓2)

↵

+ e2i'13 �t(#1) + e2i'23 �t(#2) . (15)

This shows that G is, apart from a phase factor, indeed related
to the average shear around lens pairs given by the first term on
the right-hand side – but rescaled with 1 + !(✓12) and in excess
of the mean shear around individual lenses as given by the two
terms that involve �t.

For the excess mass map, we consider a two-dimensional
convergence map �emm(#; ✓12) that corresponds to the excess
shear in Eq. (15) around lenses at given separation ✓12. We con-
struct this map in a specific coordinate frame, for which # is the
relative separation from the map centre O. See the sketch in Fig.
2. The lenses are located at ✓1 = �✓12 ex/2 and ✓2 = +✓12 ex/2
with ex being a unit vector in the x-direction. Applying the lin-
ear Kaiser-Squires transformation in Eq. (3) to Eq. (15) in this
coordinate frame yields, up to a constant 0, a convergence map

that can be expanded according to

�emm(#; ✓12)

=
⇣
1+!(✓12)

⌘
pair(#; ✓12)� ind(|#� ✓1|)� ind(|#� ✓2|)+ 0 .

(16)

Here the average convergence pair(#; ✓12) around lens pairs cor-
responds to the shear stack

⌦
NgNg�c

↵
/
⌦
NgNg

↵
in (15), and the

average convergence ind(|#|) =
⌦
Ng(✓)(✓ + #)

↵
/Ng around in-

dividual lenses corresponds to the average shear �e2i' �t(|#|),
centred on the location of each lens. We emphasise that 1+!(✓12)
is a constant in this map, and that ind(|#|) is, by definition of G,
the average convergence around all galaxies in the sample – in-
cluding those that do not have a partner at separation ✓12.

Since the relation between (✓) and �c(✓) is only defined up
to a constant 0, we cannot uniquely determine the excess mass
map from the excess shear (see Eq. 3). It is, however, reason-
able to assume that �emm(#; ✓12), being the three-point correla-
tion function

⌦
gg

↵
, quickly approaches zero for large # which

might be used to define 0. Alternatively, for the maps presented
here, we fix 0 by asserting that �emm vanishes when averaged
over the entire map area. We will neglect 0 in the following
equations for convenience.

For what follows we also consider the pair convergence of
lens pairs as a variant of the excess mass map, which is the
straightforward di↵erence signal

�(#; ✓12) := pair(#; ✓12) � ind(|# � ✓1|) � ind(|# � ✓2|)

= �emm(#; ✓12) � !(✓12) pair(#; ✓12) (17)

between the stacked convergence around lens pairs and the
stacked convergence around two individual lenses. Since the ex-
cess mass map, originating from the connected correlation func-
tion G, is free of unconnected correlations (by definition), our
interpretation is that the excess mass is the connected part of the
pair convergence, and the extra term �!(✓12) pair(#; ✓12) is the
unconnected part of the pair convergence.

While the excess mass exactly vanishes for Gaussian ran-
dom fields, the pair convergence generally does not; although it
is entirely determined by second-order correlations in this case.
This can be seen from the definition (17) of � and Eq. (16) with
�emm = 0, giving

�(#; ✓12) = �
!(✓12)

1 + !(✓12)

⇣
ind(|# � ✓1|) + ind(|# � ✓2|)

⌘
. (18)

We visualise the excess mass as a two-dimensional map by
plotting either �emm, or � for the pair convergence, as func-
tion of # for a fixed lens-lens separation ✓12 and orientation. The
resulting maps have two known symmetries (Simon et al. 2008).
First, there is a parity symmetry: correlation functions are un-
changed under a reflection of shear and the lens density across
an axis owing to the parity invariance of cosmological fields
(Schneider 2003). As a consequence, quadrants in the maps are
statistically consistent when mirrored across the line connecting
two lenses. Second, another symmetry is present because we cor-
relate density fluctuations g at ✓1 and ✓2 from the same galaxy
sample: a permutation of lens indices results in the same cor-
relation function. These symmetries combine to produce, in the
absence of noise, an exact reflection symmetry of the map with
respect to both the x- and y-axes. We exploit this symmetry to
enhance the S/N in the maps by averaging the quadrants inside
each map.

Article number, page 4 of 21

Simon et al.: Excess mass around CFHTLenS galaxy-pairs compared to a SAM
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Fig. 3: Schematic of the stacking procedure. Positions ✓ on the
sky are mapped to stacking frame positions p defined by the
fixed positions of a selected lens pair (red points) in the stacking
frame. The stacking-frame positions of the lenses are denoted
by pd

1 and pd
2. The mapping involves a rotation so that source

ellipticities in the stack have to be rotated.

ties around lens pairs in an appropriate reference frame and with
weights 1+!(✓12) (first term in Eq. 15) and (ii) add the terms that
involve �t(#) to the stack (other terms); (iii) we apply the Kaiser-
Squires inversion, Eq. (3), to obtain the excess mass map in Eq.
(16); (iv) finally, we subtract a constant 0 from the map. The
computation of the pair convergence is only slightly di↵erent as
we explicitly set !(✓12) ⌘ 0 in this procedure. The following
describes the details of the stacking and the convergence recon-
struction. Therein we assume that estimates of !(#) and �t(#)
are already available; see the following section for estimators of
those.

For stacking, we define a two-dimensional grid with Np ⇥Np
grid pixels (we choose Np = 200); pixels shall have a square ge-
ometry. Each grid cell mn has the vector position p

mn
= m + i n

where (m, n) are its coordinates in a Cartesian stacking frame.
Let (✓d

i
, ✓d

j
) be the positions of a selected lens pair i j within the

separation bin # � �#/2  |✓d
i
� ✓d

j
| < # + �#/2, and (✏k,wk, ✓

s
k
)

are the details of a source close to the lens pair. We map ✓-
coordinates to p-coordinates by a rotation ↵i j and scaling |Ai j|,
both encapsulated inside Ai j = |Ai j| ei↵i j , and a translation Bi j,

p = Ai j ✓ + Bi j . (25)

The complex-valued parameters Ai j and Bi j are determined by
the mapping of the two lens positions to the fixed positions pd

1

and pd
2 in the stack,

Ai j =
pd

2 � pd
1

✓d
j
� ✓d

i

; Bi j =
✓d

j
pd

1 � ✓
d
i

pd
2

✓d
j
� ✓d

i

(26)

(see Fig. 3 for an illustration). The positions of sources ✓s
k

are therefore ps
i jk
= Ai j ✓

s
k
+ Bi j in the stacking frame. Ad-

ditionally, the source ellipticities ✏k have to be rotated by
✏k 7! e2i↵i j ⇥ ✏k = A

i j
/A⇤

i j
⇥ ✏k in the p-frame. Before mapping ✏k

to the stacking frame we subtract o↵ the average shear around
each lens position in the ✓-frame to obtain the excess shear. The
complete stack for the excess shear at the grid pixel mn is then
the weighted sum

��mn =

nd,nsX

i, j,k=1

�mn

i jk
wk e2i↵i j

Wmn

⇣
[1+!(✓dd

i j
)] ✏k+e2i'ik �t(✓

ds
ik

)+e2i' jk �t(✓
ds
jk

)
⌘
,

(27)

where the total weight is

Wmn =

nd,nsX

i, j,k=1

�mn

i jk
wk , (28)

and �mn

i jk
= 1 flags if the source position ps

i jk
falls within the grid

cell mn and �mn

i jk
= 0 otherwise; by ✓dd

i j
we denote the separation

between the lenses i and j, and by ✓ds
ik

the di↵erence vector be-
tween the lens i and the source k; the angle 'ik is the polar angle
of ✓ds

ik
= ✓ds

ik
ei'ik .

We then convert the stack ��mn of excess shear into a map of
the excess convergence. Owing to a sparse sampling of the shear
stack by discrete source positions around lens pairs, an addi-
tional smoothing of this map is required. We apply this smooth-
ing with a kernel K to ��mn before the conversion to the excess
mass map or the pair convergence map, namely by means of

��K
mn
=

Np,NpP
n0,m0=1

Wm0n0 K(m � m
0, n � n

0)��m0n0

Np,NpP
n0,m0=1

Wm0n0 K(m � m0, n � n0)
(29)

for the Gaussian kernel

K(�m, �n) = exp
 
�

1
2
�m2 + �n2

�2
rms

!
(30)

which has the kernel size �rms in units of our grid-pixel size. Us-
ing the weights Wmn for the smoothing ignores grid pixel with no
shear information and gives more weight to pixels with a higher
Wmn in the average of neighbouring pixels. We use a smoothing
scale of �rms = 4 for our maps.

In the last step, we apply the algorithm by Kaiser & Squires
(1993) to ��K

mn
on the grid, employing Fast-Fourier Transforma-

tions, to obtain the a smoothed map c�
K
mn
= �K

mn
+ 0 of the

excess convergence with a constant o↵set 0. The real part in
the excess convergence contains the E-mode of the signal, and
the imaginary part is the B-mode. Applying the Kaiser-Squires
technique on a finite field produces systematic errors which typ-
ically have the e↵ect of increasing the signal towards the edges.
We therefore remove 50 pixel from the outer edges of the grid in
the final map. The inner cropped map has then the dimensions
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 Practical estimator of the excess mass 

1. measure the angular clustering correlation-function of lenses; 

2. measure the mean tangential shear around single lenses; 

3. stack the shear around lens pairs; 

4. compute the excess shear, and apply Kaiser & Squire (1993);

[1 + !(✓12)]pair(✓13, ✓23; ✓12)� (✓13)� (✓23)
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 Data: Canada-France-Hawaii Telescope Lensing Survey  

 photometric ugriz survey, ~95 sdeg used  
(Heymans et al. 2012)  

 lenses: i<22.5 in two photo-z bins; stellar masses from 
5x10^9 to 3x10^11 Msol; 0.5 and 0.7 per arcmin^2;  

 sources: i<24.7; 5.5 per arcmin^2; r-band PSF 0.66-0.82 
arcsec;



 Mock shear and galaxy catalogues  

 dark matter: Millennium Simulation; 1024 sdeg;  
(Springel et al. 2005; Hilbert et al. 2009);  

 galaxies: semi-analytical “Garching” model;  
(Saghiha et al. 2017; Henriques et al. 2015; Guo et al. 2011)SAM Basics

The 30th Jerusalem Winter School in Theoretical Physics © Frank van den Bosch:  Yale 2012

Semi-Analytical Models (SAMs) for galaxy formation are phenomenological models that
use approximate, analytical descriptions to describe the various processes relevant
for galaxy formation in order to make predictions that can be compared to observations.

halo merger trees

gas cooling 

disk formation

galaxy mergers

spheroid formation

observable galaxy properties

dynamical friction

star formation
feedback

chemical evolution
dust extinction

stellar populations

cosmological parameters

star bursts
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Fig. 6: Comparison of the E-mode excess mass (panels A-H) and the pair convergence (panels I-P) between CFHTLenS data (from
shear stacks) and the H15 model (from convergence stacks). The maps are arranged in bins of lens redshifts (columns) and projected
angular separations of lenses. The mean angular separations for close-✓ and wide-✓ lenses are converted into projected distances and
quoted inside the panels. The lens positions are indicated by stars. The contour lines indicate the significance levels 3� and 5� for
the CFHTLenS measurements.
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 Results for the excess mass from our paper

�emm
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Model
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Fig. 7: Signal-to-noise ratio of residuals in the CFHTLenS excess mass after subtraction of the shear stacks from the H15 model
predictions (E-mode). To increase the significance in both maps, we combine the residual signals from the low-z and high-z samples
for the same angular separation. The contours indicate regions of 2� or 3� significance; dashed lines are for negative residuals. Left
panel: Model residuals for the combined close-✓ separation bin. Right panel: Model residuals for the wide-✓ separation bin.

Fig. 8: Plot of the estimated fraction (npair � nrnd)/npair of cor-
related lens pairs in a shear stack (thick lines and y-axis on the
left-hand side) for lenses that have redshift di↵erence smaller
than �z (x-axis). We obtain the plotted values for low-z or high-z
from H15 by counting the number of pairs npair and the pairs nrnd
with randomised redshifts for the angular separations close-✓ or
wide-✓. In addition, the thin orange lines and the right-hand y-
axis show for each separation bin the number of lens pairs npair
relative to the total number of pairs, i.e., the npair for �z � 1.

also give the mean redshift di↵erence of lens pairs in H15, which
is typically for both separation bins and photo-z bins

⌦
|zi � z j|

↵
=

4.0 ⇥ 10�3, 2.4 ⇥ 10�2, 6.7 ⇥ 10�2 for �z = 0.01, 0.05, 0.1. In
CFHTLenS and our photo-z and separation bins, where we ap-
ply no �z cut, this value is

⌦
|zi � z j|

↵
= 0.115.

6.5. Enriching the levels of correlated lens pairs

The previous section implies that the level of correlated lens
pairs in a shear stack may be increased by rejecting pairs that
are well separated in redshift. Here we briefly study the impact
of this rejection on the maps by using the synthetic data. For this
purpose, we focus on the high-z sample and H15 lenses from the
close-✓ separation bin only; the low-z lenses or the wide-✓ sepa-
ration bin have a qualitatively similar behaviour. We sub-divide
the full high-z lens sample into redshift slices of constant width
�z such that lens pairs in each slice have at most a separation of
�z in redshift. For each slice, we stack the shear field around the
lenses separately and combine all separate shear stacks into one
final shear stack later on, as outlined in Sect. 5.4. In particular,
for each individual stack we measure and utilise the mean tan-
gential shear �t(#) and angular clustering !(#) of the lenses in
this slice only. We note that this way of rejecting well-separated
pairs is wasteful, especially for a very fine slicing, because pairs
which have |zi � z j|  �z but where each lens resides in a dif-
ferent slice are also rejected. While this is acceptable for our
synthetic data, which lacks shape noise, it is sub-optimal for ap-
plications to noisy real data. We leave the development of a less
wasteful technique to future work.
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Simon et al.: Excess mass around CFHTLenS galaxy-pairs compared to a SAM

Fig. A3: The average of all pair-convergence maps in Fig. 6, panels K, L, O, and P, and the corresponding B-mode maps by
combining all shear stacks used for that figure. The E-mode is shown here as intensity scale, the B-mode is shown as overlay of
iso-contours for the levels 2 ⇥ 10�4, 4 ⇥ 10�4, and 6 ⇥ 10�4.
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100⇥100 pixel2. The constant o↵set 0 depends on the details of
the implementation of the Kaiser-Squire algorithm and the num-
ber Np of grid pixels. To have consistent maps in the following,
we assert that the average excess-convergence over the cropped
map has to vanish. We therefore subtract this average from the
final map.

5.2. Galaxy-galaxy lensing and lens clustering

The second-order statistics �t(#) and!(#) are estimated from the
data by the following standard techniques. For the angular corre-
lation function !(#) of the lens galaxies, we prepare a mock cat-
alogue with nr uniform random positions within the unmasked
region of the survey. We then count the number DD(#;�#)
of lens pairs within the separation bin [# � �#/2,# + �#/2),
the number of random-galaxy pairs RD(#;�#), and the num-
ber of random-random pairs RR(#;�#). For the count rates, we
consider all permutations of galaxy and mock positions, which
means the total number of DD, RR, and DR for all separations
equals nd(nd � 1), nr(nr � 1), and ndnr, respectively. According to
Landy & Szalay (1993), we then estimate (for nd, nr � 1)

!(#;�#) =
n

2
r

n
2
d

DD(#;�#)
RR(#;�#)

� 2
nr

nd

DR(#;�#)
RR(#;�#)

+ 1 (31)

for the angular clustering of lenses at separation #.
To measure the mean tangential shear �t and the cross shear

�⇥ within the separation bin [#��#/2,#+�#/2), we apply the
estimator

�t(#;�#) + i �⇥(#;�#) =

nd,nsP
d,s=1
�ds(#;�#) ws (�e�2i'ds✏s)

nd,nsP
d,s=1
�ds(#;�#) ws

, (32)

where e�2i'ds = ✓⇤
ds
/✓

ds
is the phase factor of ✓ds = ✓

s
s
� ✓d

d
, and

�ds(#;�#) = 1 for #��#/2  ✓ds < #+�#/2 and �ds(#;�#) =
0 otherwise (e.g., Bartelmann & Schneider 2001).

Fig. 4 is a summary of our measurements of !(#;�#) and
�t(#;�#) for both the CFHTLenS data and the H15 galaxy
mocks. The measurements are sub-divided into the low-z and
high-z redshift bins. We show the tight constraints from the
mocks as 2� regions, and the CFHTLenS measurements as large
stars and square with 1� error bars (obtained by jackknife re-
sampling, see Sect. 5.5). The small data points in the bottom
panel are the CFHTLenS cross-shear �⇥(#;�#) of the lens sam-
ples, which are plotted as absolute value in the logarithmic plot.
The mean of all cross-shear data points is consistent with zero.
Regarding a redshift dependence of the measurements, the low-z
data points are somewhat higher than the high-z data points for
both statistics, a trend which is also predicted by the H15 model.
The model predictions for the tangential shear �t are in very
good agreement with the CFHTLenS data although the slope
for the low-z profile is slightly shallower compared to H15 for
# . 5 arcmin. A more detailed comparison of the galaxy-galaxy-
lensing signal to H15 can be found in S17.

The amplitude of the angular clustering !(#) in the model,
on the other hand, is about 30% lower than observed. This might
partly be explained by a distance distribution pd(�) of lenses that
is actually narrower in CFHTLenS than the assumed distribution
in the model. If so, galaxy-galaxy lensing �t(#) would be little af-
fected as long as the mean distance of lenses and sources is nev-
ertheless su�ciently accurate. The clustering amplitude !(#),
however, would be a↵ected more strongly because it depends

10-2

10-1
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(θ
)

cfhtlens low-z
cfhtlens high-z

10-4

10-3

 1  10

γ t
(θ

)

θ / arcmin

Fig. 4: Angular clustering (top panel) and mean tangential shear
(bottom panel) of our di↵erent lens samples. The large data
points show the CFHTLenS measurements for the low-z (stars)
and high-z sample (squares) with 1� error bars, and the coloured
regions are 2� predictions based on the H15 mocks. The grey re-
gions are the predictions for the low-z samples, the magenta re-
gions predict the amplitude of the high-z samples. The small data
points with large errors bars at the bottom of the lower panel are
the absolute values of the mean cross-shear for the CFHTLenS
lenses.

on p
2
d(�), although it is unlikely that a systematically broadened

pd(�) in the model alone can fully explain the observed discrep-
ancy. This would require the RMS variance of pd(�) in the model
to be biased high by as much as 40%. We obtain this crude es-
timate by assuming a narrow top-hat shape for pd(�) with width
�r and centre rc, as in Equation (11) of Simon (2007). In this
case, the amplitude of !(#) scales with (�r)�1.

More likely, the disagreement between the clustering of H15
galaxies and CFHTLenS galaxies reflects the current model un-
certainties: in particular, Henriques et al. (2017) find a systemat-
ically too low amplitude of the galaxy clustering at z = 0.1 in the
stellar mass range between 9  log10 (Msm/h�2 M�) < 10 for the
H15 model. They find an amplitude too low by ⇠ 20 � 30% at a
projected separation between the galaxies of a few 100 h

�1 kpc
(see their Figure 13). This comparison to galaxies from the Sloan
Digital Sky Survey, albeit at z = 0.1 instead of 0.2 . z . 0.6, is
consistent with our finding. The authors argue that the system-
atic error in the galaxy clustering is related to the treatment of su-
pernova feedback and the gas reincorporation time in the model,
a↵ecting the clustering and prevalence of low-mass galaxies. We
also refer to the recent work by Cohn (2017) for a thorough dis-
cussion on the impact of SAM and simulation parameters on sev-
eral observational properties of galaxies. As to measurements of
galaxy-galaxy-galaxy lensing in this study, we point out that the
estimator for the excess mass map uses 1+!(#) rather than !(#)
at # ⇡ 1 arcmin for which the discrepancy is around 7%, and for
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 Conclusions 

 reasonable good match between SAM and CFHTLenS for 
the excess mass around (physical) galaxy pairs with 
150-300 kpc/h separation and z<0.6 (Mstar>10^9 Msol);  

 weak evidence for unexpected vertical bulge of excess 
mass; needs to be confirmed (KiDS e.g.);  

 tension for clustering of lenses but very good agreement 
for mean matter-density profile around single lenses;  

 might be related to residual B-modes in the shear data — 
or possible misaligned distribution of halo dark-matter or 
the IGM;
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Fig. 7: Signal-to-noise ratio of residuals in the CFHTLenS excess mass after subtraction of the shear stacks from the H15 model
predictions (E-mode). To increase the significance in both maps, we combine the residual signals from the low-z and high-z samples
for the same angular separation. The contours indicate regions of 2� or 3� significance; dashed lines are for negative residuals. Left
panel: Model residuals for the combined close-✓ separation bin. Right panel: Model residuals for the wide-✓ separation bin.
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Fig. 8: Plot of the estimated fraction (npair � nrnd)/npair of cor-
related lens pairs in a shear stack (thick lines and y-axis on the
left-hand side) for lenses that have redshift di↵erence smaller
than �z (x-axis). We obtain the plotted values for low-z or high-z
from H15 by counting the number of pairs npair and the pairs nrnd
with randomised redshifts for the angular separations close-✓ or
wide-✓. In addition, the thin orange lines and the right-hand y-
axis show for each separation bin the number of lens pairs npair
relative to the total number of pairs, i.e., the npair for �z � 1.

also give the mean redshift di↵erence of lens pairs in H15, which
is typically for both separation bins and photo-z bins

⌦
|zi � z j|

↵
=

4.0 ⇥ 10�3, 2.4 ⇥ 10�2, 6.7 ⇥ 10�2 for �z = 0.01, 0.05, 0.1. In
CFHTLenS and our photo-z and separation bins, where we ap-
ply no �z cut, this value is

⌦
|zi � z j|

↵
= 0.115.

6.5. Enriching the levels of correlated lens pairs

The previous section implies that the level of correlated lens
pairs in a shear stack may be increased by rejecting pairs that
are well separated in redshift. Here we briefly study the impact
of this rejection on the maps by using the synthetic data. For this
purpose, we focus on the high-z sample and H15 lenses from the
close-✓ separation bin only; the low-z lenses or the wide-✓ sepa-
ration bin have a qualitatively similar behaviour. We sub-divide
the full high-z lens sample into redshift slices of constant width
�z such that lens pairs in each slice have at most a separation of
�z in redshift. For each slice, we stack the shear field around the
lenses separately and combine all separate shear stacks into one
final shear stack later on, as outlined in Sect. 5.4. In particular,
for each individual stack we measure and utilise the mean tan-
gential shear �t(#) and angular clustering !(#) of the lenses in
this slice only. We note that this way of rejecting well-separated
pairs is wasteful, especially for a very fine slicing, because pairs
which have |zi � z j|  �z but where each lens resides in a dif-
ferent slice are also rejected. While this is acceptable for our
synthetic data, which lacks shape noise, it is sub-optimal for ap-
plications to noisy real data. We leave the development of a less
wasteful technique to future work.
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Fig. 9: Simulated change in the excess mass (EMM; panels A to D) and pair convergence (PCM; panels E to H) around lens pairs
when enriching the level of correlated pairs by further sub-dividing the lens samples into slices with width �z = 10�1, 10�2, 5 ⇥
10�3, 2⇥10�3 (left to right). The shear stacks of the slices are combined for the final maps inside the panels. To highlight the relative
di↵erences between the maps, all maps are normalised to the maximum signal in the map; the intensity scale varies over the range
10% to 100% of the maximum. The maps use the H15 high-z sample and pairs, indicated by the stars, that fall into the close-✓
separation bin.

Fig. 9 is a display of the resulting simulated maps for four
di↵erent slicing parameters �z = 10�1, 10�2, 5 ⇥ 10�3, 2 ⇥ 10�3

and redshifts within the range 0.4  z  0.7; the panels A to D
are for the excess mass, the panels E to H show the pairs conver-
gence around an average lens pair. We highlight the qualitative
changes between the maps when going to a finer slicing by nor-
malising each map to its maximum value. This hides the most
prominent e↵ect, namely that the amplitude of the maximum sig-
nal in the excess mass maps increases from �emm/10�2 = 1.8
to 10.4 from the coarsest to the finest slicing. This amplitude
increase is directly related to the amplitude dependence of the
aperture statistics

⌦
N

2
Map
↵

on the variance of pd(�) (Sect. 5.3 in
S13). The trend for the pair convergence is less clear: the maxi-
mum signal progresses along �/10�3 = 5.3, 8.1, 6.2, 3.2 from
�z = 10�1 to 2 ⇥ 10�3. The drop in the pair convergence ampli-
tude below �z ⇠ 5⇥10�3 despite an increasing p̂tp might indicate
that we start to remove lens pairs from the sample that carry a
significant correlation signal in the shear stacks. This means, the
restrictive slicing might start to a↵ect pair(#|✓12)|tp in Eq. (24) of
the simplified model.

Apart from the overall change in amplitude the change in
the normalised maps is minor for the excess mass (cf. panel
A and D) and invisible for the pair convergence. This obser-
vation is consistent with the discussion in Sect. 3.2, where we
assume a clear-cut dichotomy of correlated ‘true’ and uncorre-
lated ‘chance’ pairs. In this simplified scenario, the normalised
pair convergence is unchanged when increasing the fraction of
true pairs, whereas for the excess mass the chance pairs add ex-
tra convergence close to the lens positions in the map, weighted
by the fraction of true pairs. As the fraction p̂tp increases from
panel A to panel D, we therefore anticipate a change in the nor-
malised excess-mass map close to the lens positions, which is
indeed visible: we start to see a merging of the halos around the

lens positions to one common halo in the excess mass map; sim-
ilar to what can be seen for the pair convergence.

7. Discussion

Our work is the first direct comparison of the galaxy-galaxy-
matter correlation function, measured on real data at arc-minute
scales, to the predictions of a galaxy model. We demonstrate
that shear-based estimators directly and accurately measure the
correlated surface-mass density around physical galaxy pairs,
by using a combination of synthetic data, fine redshift slicing
of lenses, and direct stacking of convergence. We then apply
this method to photo-z binned lenses in real data. Furthermore,
we demonstrate that small distortions in the excess mass maps,
caused by nonphysical (chance) pairs near the lens positions, can
be suppressed by the newly introduced pairs-convergence statis-
tics. We discuss this in depth in the following.

The results for the excess mass maps in the panels C, D, G,
and H in Fig. 6 show a clear 3� � 6� detection within the inner
few 100 h

�1 kpc around CFHTLenS galaxy-pairs, and the sig-
nal has the expected qualitative behaviour for changes in galaxy
separation and redshift. Specifically, our E-mode signal in the
excess mass map decreases with lens separation at a fixed red-
shift (as can be seen by comparing panels C to G and panels D to
H) and it decreases with redshift (as seen by comparing panels
C to D and panels G to H). Both trends are broadly expected,
as the same angular separation of galaxies on the sky at increas-
ing redshift corresponds to larger projected separation, and the
three-point correlation function of the matter density field de-
creases with physical scale; galaxies are essentially tracers of
the matter density and therefore their three-point correlations
have a similar qualitative behaviour. The signal also varies with

Article number, page 15 of 21

�emm(✓13, ✓23; ✓12) =
ptp(1 + ptp!tp)

1 + !tp
⇥ �emm(✓13, ✓23; ✓12)|tp

+
ptp(1� ptp)!2

tp

1 + !tp
⇥

⇣
ind(✓13) + ind(✓23)

⌘

<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>

Split lens pairs into physical “true” pairs (tp) and non-physical 
pairs:

 …but mostly affects only the mean amplitude in the map 

�
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>

�emm
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>



A&A proofs: manuscript no. ExcessMassMaps

Fig. 6: Comparison of the E-mode excess mass (panels A-H) and the pair convergence (panels I-P) between CFHTLenS data (from
shear stacks) and the H15 model (from convergence stacks). The maps are arranged in bins of lens redshifts (columns) and projected
angular separations of lenses. The mean angular separations for close-✓ and wide-✓ lenses are converted into projected distances and
quoted inside the panels. The lens positions are indicated by stars. The contour lines indicate the significance levels 3� and 5� for
the CFHTLenS measurements.
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Fig. 6: Comparison of the E-mode excess mass (panels A-H) and the pair convergence (panels I-P) between CFHTLenS data (from
shear stacks) and the H15 model (from convergence stacks). The maps are arranged in bins of lens redshifts (columns) and projected
angular separations of lenses. The mean angular separations for close-✓ and wide-✓ lenses are converted into projected distances and
quoted inside the panels. The lens positions are indicated by stars. The contour lines indicate the significance levels 3� and 5� for
the CFHTLenS measurements.
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!2-test with 15 degrees-of-freedom applied to measurements of GGL

Saghiha et al. (2016)

!2-test with 8 degrees-of-freedom applied to measurements of G3L

Saghiha et al. (2016)

sensitivity for galaxy-model testing  
(from talk slides by Hananeh Saghiha, 2016)

GGL G3L


